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Abstract 17 

Background: Serial dependence (SD) is a contextual bias in visual processing, where current 18 

perception is influenced by past stimuli. This study explores how prioritization in visual 19 

working memory (VWM) modulates SD through three experiments.  20 

Results: Experiment 1 revealed that tasks requiring active memory maintenance (thus 21 

prioritization in VWM) amplified SD, with stronger biases observed when participants retained 22 

prior stimuli for extended periods. Conversely, Experiments 2 and 3, which employed pre- and 23 

post-cueing in a dual-stimuli setup, found no significant differences in SD strength between 24 

congruent and incongruent conditions, suggesting that prioritization alone does not influence 25 

SD magnitude.  26 

Conclusions: The results highlight the nuanced interplay between memory maintenance, 27 

attention, and perceptual biases, suggesting that SD arises from complex interactions beyond 28 

simple attentional mechanisms. This study advances the understanding of SD within perceptual 29 

decision-making, underscoring the roles of memory prioritization and maintenance in shaping 30 

visual judgments. 31 
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Background 34 

Vision is often considered a direct reflection of the world around us. In reality, it is 35 

inherently shaped by contextual information that helps to transform a constantly fluctuating 36 

stream of stimuli into a stable and coherent visual experience (Cicchini et al., 2024; Manassi 37 

& Whitney, 2024; van Bergen & Jehee, 2019). At the same time, context might bias perception 38 

when the information it provides is irrelevant. This paper focuses on serial dependence — a 39 

pervasive contextual bias in visual information processing — and explores how prioritization 40 

in memory modulates this phenomenon. 41 

Serial dependence (SD) refers to the tendency of perception of a current stimulus to be 42 

biased toward previously encountered information (Cicchini et al., 2024; Manassi et al., 2023; 43 

Pascucci et al., 2023). While initially regarded as purely a perceptual phenomenon (Fischer & 44 

Whitney, 2014, but see also Fornaciai & Park, 2018; St. John-Saaltink et al., 2016), subsequent 45 

studies have revealed that it can also be affected by post-perceptual processes, including visual 46 

working memory (VWM) and decision-making (Barbosa et al., 2020; Bliss et al., 2017; Ceylan 47 

et al., 2021; Fischer et al., 2024; Hajonides et al., 2023). For example, although SD commonly 48 

manifests as attraction, where current perception is drawn toward past information to create a 49 

stabilizing effect (Fischer & Whitney, 2014; Kiyonaga et al., 2017), the direction of SD can be 50 

either attractive or repulsive depending on how the stimulus is maintained in VWM (Chen & 51 

Bae, 2024). Numerous studies have highlighted the role of visual VWM in modulating the 52 

strength of SD (see Pascucci et al., 2023, for a review) as well as the impact of memory 53 

reactivations in enhancing biases (Barbosa et al., 2020; Barbosa & Compte, 2020; Fischer et 54 

al., 2024). Recent research has further deepened this understanding by uncovering the direct 55 

neural signature of SD in VWM and emphasizing the role of later processing stages in VWM 56 

representations (Fischer et al., 2024; Shan et al., 2024). While these findings underscore the 57 
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pivotal role of VWM maintenance in SD, the precise mechanism through which VWM 58 

influences this bias remains unclear and warrants further investigation. 59 

VWM studies showed that prioritization of one item among those held in memory can 60 

affect both how precisely it is remembered and the extent to which it biases the perception of 61 

new stimuli (Gayet et al., 2017; LaRocque et al., 2016; Mei et al., 2019; Myers et al., 2017; 62 

Saito et al., 2024; Wang et al., 2025; Zhang & Lewis-Peacock, 2023a, 2023b). When a cue 63 

predicts the location of the probed stimulus, error variance is reduced, showing an increased 64 

precision of VWM representations (Bays, 2014; Jakob & Gershman, 2023; Yoo et al., 2018; 65 

Zhang & Lewis-Peacock, 2023a, 2023b). Further support for the heightened precision of 66 

prioritized representations comes from decoding studies demonstrating that prioritized 67 

memories are more stable and accessible than unprioritized ones (LaRocque et al., 2016; Rose 68 

et al., 2016; Saito et al., 2024; Sprague et al., 2016; Wolff et al., 2017). This flexible mechanism 69 

allows memories to be prioritized without necessarily compromising other stored items (Myers 70 

et al., 2018; Wang et al., 2025). 71 

Prioritization in VWM also affects the magnitude of biases observed in the observers’ 72 

responses. Some studies suggested that prioritization can reduce the likelihood of catastrophic 73 

memory loss (fewer “swap errors”) but amplify attraction effects toward the distractors (Zhang 74 

& Lewis-Peacock, 2023a, 2023b). Others have found that prioritization in VWM can decrease 75 

the attraction towards distractors (Saito et al., 2024). The conflicting findings highlight the 76 

need for further investigation to clarify how prioritization influences the direction of VWM 77 

effects on biases. 78 

When it comes to SD, researchers manipulated the priority of to-be-reported stimuli by 79 

cueing their locations or other features. For example, Fischer & Whitney (2014) found that 80 

when nine stimuli appear simultaneously, only the cued one affects the perceived orientation 81 

in the subsequent trial. This effect was echoed by Fritsche & De Lange (2019) and Fischer et 82 

https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?ICzTt2
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?z1WflI
https://www.zotero.org/google-docs/?GF5Y97
https://www.zotero.org/google-docs/?GF5Y97
https://www.zotero.org/google-docs/?dJMRQQ
https://www.zotero.org/google-docs/?dJMRQQ
https://www.zotero.org/google-docs/?broken=RCxLjm
https://www.zotero.org/google-docs/?broken=RCxLjm
https://www.zotero.org/google-docs/?broken=2MAZaC
https://www.zotero.org/google-docs/?broken=B6dGxt
https://www.zotero.org/google-docs/?86R2dC
https://www.zotero.org/google-docs/?jcCAjC
https://www.zotero.org/google-docs/?ZGYo25
https://www.zotero.org/google-docs/?fq7VXF


al. (2020), who observed that attention to previous stimulus features significantly increased 83 

attraction bias. Similarly, Czoschke et al. (2019) and Fischer et al. (2020) found that when 84 

participants encoded the motion direction of two sequentially presented random dot stimuli, 85 

SD occurred between the second one on trial N and the first one on trial N+1 only when the 86 

former was cued for reporting. Later, Fischer et al. (2024) confirmed a serial dependence effect 87 

specifically toward the motion direction of the previously cued target but not the non-cued one. 88 

Additionally, they demonstrated that the direction of the cued target could be successfully 89 

reconstructed from MEG data, whereas the non-cued target could not be reconstructed during 90 

the retro-cue phase. Hajonides et al. (2023) obtained the same result for orientation also using 91 

MEG. All these results suggest that attentional prioritization should be taken into account in 92 

explaining the SD mechanism. 93 

Theoretical perspectives on the role of prioritization in SD 94 

While SD has led to a large amount of empirical work, its theoretical understanding 95 

remains underdeveloped. Most of the proposed models remain at descriptive or mechanistic 96 

levels (in Marr’s, 1983, classification), limiting their capability to explain how prioritization 97 

can affect SD. However, two normative computational models, the Bayesian model (Cicchini 98 

et al., 2018; van Bergen & Jehee, 2019) and the Demixing Model (Chetverikov, 2023a), 99 

provide predictions for serial biases that depend on uncertainty or noise. As prioritization can 100 

manipulate the amount of internal noise, it can provide a valuable framework to test these 101 

models' predictions. 102 

According to the Bayesian model, perception is a hypothesis about the external world 103 

shaped by sensory input (Vincent, 2015). However, as mentioned earlier, sensory information 104 

is often uncertain, prompting the brain to integrate prior and present inputs to enhance 105 

behavioral precision (van Bergen & Jehee, 2019). This strategy is adaptive in natural 106 

environments where the visual inputs are relatively stable across time. However, in the 107 
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experimental conditions when previous and current trials are unrelated, it leads to biases. 108 

Regarding prioritization, the Bayesian model proposes that the brain puts more weight on more 109 

reliable information. So, when a current stimulus is less uncertain compared to the previous 110 

one, the magnitude of serial dependence decreases, and vice versa. This approach allows 111 

observers to make more accurate decisions by prioritizing information that is more certain, 112 

enhancing decision accuracy (van Bergen & Jehee, 2019). However, while standard Bayesian 113 

models explain the attractive biases in SD by integrating noisy sensory measurements of 114 

current stimuli, they fail to account for repulsive biases effectively (Fritsche et al., 2020). 115 

Extensions of Bayesian models — such as those incorporating efficient encoding and Bayesian 116 

decoding — have been proposed to capture both short-term attraction and longer-term 117 

repulsion patterns more accurately (Fritsche et al., 2020). Nevertheless, these models fail to 118 

fully account for SD variability across different contexts, suggesting that the complexity of 119 

real-world perception introduces additional, sometimes contradictory, mechanisms. 120 

The Demixing Model (Chetverikov, 2023a) suggests that SD, like other contextual 121 

biases, results from the observer’s attempt to separate neural signals related to different stimuli 122 

in the environment. In the case of SD, these are the signals related to the current and the 123 

previous items. Whether the bias is attractive or repulsive depends on factors such as item 124 

similarity, the level of sensory noise, and the observer’s assumptions about the environment. 125 

Prioritization is assumed to decrease sensory noise, which, according to the model, should 126 

decrease the bias magnitude from previously encountered stimuli. However, Chetverikov 127 

(2023a) noted that in the case of biases between sequentially presented items, the pattern might 128 

be more complex. This is because the observer has already encoded and reported the previous 129 

item when they encounter the current one. Accordingly, the initial noise level for the previous 130 

item might differ from the one at the time when the current item is perceived. As an illustration, 131 

a perception of a noisy low-contrast Gabor patch might be transformed into a representation of 132 
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a single line, either real (e.g., a response bar) or imaginary, that might have a lower noise level. 133 

Nevertheless, we reasoned it would be interesting to explore the model’s predictions for serial 134 

dependence to see how they compare with the predictions of a Bayesian observer.  135 

In sum, understanding SD within the framework of VWM — especially with attention 136 

to noise parameters and prioritization — could be essential for developing comprehensive 137 

models of perceptual processing. 138 

Computational models 139 

Bayesian observer 140 

Model. To illustrate the Bayesian model predictions, we simulated the behavior of a Bayesian 141 

observer as described by van Bergen & Jehee (2019).  142 

The model starts with the assumption that in each trial, the observer obtains a sensory 143 

measurement (x) of stimuli (s) corrupted by noise: 144 𝑝(𝑥|𝑠) = 𝑓𝑊𝑁(𝑥; 𝑠, 𝜎2) (1) 145 

Here, we use wrapped normal noise distribution to account for circularity in the 146 

orientation space.  147 

The observer also assumes that the stimuli on consecutive trials are related to each other 148 

following the statistics of the natural environment: 149 𝑝(𝑠𝑡; 𝑠𝑡−1) =  𝑝𝑠𝑎𝑚𝑒𝐶(𝑠𝑡; 𝑠𝑡−1, 𝜎𝑠, 𝛾) + (1 − 𝑝𝑠𝑎𝑚𝑒)𝑈(0,2𝜋) (2) 150 

where 𝑠𝑡 is the stimulus on the current trial, 𝑠𝑡−1 is the stimulus on the previous trial, 𝑝𝑠𝑎𝑚𝑒 is 151 

the probability that there was no abrupt change in the environment, and 𝑈(0,2𝜋) is the circular 152 

uniform distribution. The function C describes the probability of stimulus changing between 153 

the trials in the absence of abrupt changes: 154 𝐶(𝑠𝑡; 𝑠𝑡−1, 𝜎𝑠, 𝛾) = 1𝑍 exp (− 12𝜎𝑠2 |angle(𝑠𝑡, 𝑠𝑡−1)|𝛾) (3)155 

where Z is the normalization constant, 𝑎𝑛𝑔𝑙𝑒(𝑠𝑡, 𝑠𝑡−1) is the angular difference between the 156 

stimuli, and 𝛾 determines the steepness of the function.  157 



The observer then inverts this generative model (Eqs. 1-2) to infer the most likely 158 

stimulus in a given trial using the Bayes rule. In other words, the observer combines 159 

information about the current and the previous stimuli based on the measurements obtained in 160 

the two trials and the assumed relationship between the stimuli: 161 𝑝(𝑠𝑡|𝑥) ∝  𝑝(𝑥|𝑠𝑡)𝑝(𝑠𝑡|𝑠𝑡−1) (4)162 

 This final distribution represents the observer's belief about the orientation of the 163 

current stimulus based on the sensory observations about the current and the previous stimuli. 164 

The observer then uses the mean of the posterior distribution as a response.  165 

Simulations. To simulate the observer behavior, we first randomly picked the stimuli for 106 166 

trials. By adding the noise to each stimulus (with the high or low level of noise assigned 167 

randomly), we created a vector of sensory observations across trials. For each sensory 168 

observation, we then computed the likelihood using a wrapped normal distribution function, 169 

with the mean based on the observation and the variability determined by the trial noise. In 170 

alignment with our first experiment, the amount of noise (𝜎) is modulated by prioritization: 171 

when a target was cued, it represented a low noise condition, and when a target was non-cued, 172 

it represented a high noise condition (6 and 9 degrees, respectively, converted to radians). Only 173 

two levels of noise were used because the predictions of the Bayesian observer model are 174 

relatively straightforward and have been described before (e.g., Cicchini et al., 2018; van 175 

Bergen & Jehee, 2019). To calculate the prior distribution, we used a uniform prior for the first 176 

observation, and for subsequent observations, we used the previous posterior convolved with 177 

a transition kernel. For our simulations, we used the values of 𝜎𝑠 = 16.9, 𝛾 = 2.6, and 𝑝𝑠𝑎𝑚𝑒 = 178 

0.64 based on van Bergen & Jehee (2019). We evaluated errors in the observer’s responses by 179 

comparing these estimates to the actual orientation of the stimulus for each observation and 180 

computed the bias by multiplying errors by the sign of the distance to the previous target on 181 

each trial. 182 



Finally, we followed the procedure used for the actual data (see Methods) to estimate 183 

SD across trials (see Figure 1). We plotted bias against orientation differences between 184 

consecutive stimuli to illustrate how SD was affected by the noise level of the previous target. 185 

The model predicted an attractive bias, with a stronger SD when the previous trial was cued 186 

(indicating higher internal noise for the current item’s representation) and a weaker SD when 187 

the current trial was cued (indicating lower internal noise for the current item’s representation).  188 

 189 

Figure 1. A Bayesian Observer Model for Serial Dependence effect with two levels of cueing 190 

for the current and the previous target. Biases in orientation estimates (in degrees) for 191 

responses as a function of dissimilarity between current and previous stimuli. The two panels 192 

represent conditions where the previous target was cued (left) or non-cued (right). The red and 193 

blue lines correspond to conditions where the current target was cued or non-cued, respectively. 194 

Positive values indicate an attractive bias. 195 

The Demixing Model (DM) 196 

Model. We derived DM predictions following the approach described by Chetverikov 197 

(2023a). DM assumes that in each trial, the observer obtains multiple sensory measurements 198 

X. Each sensory measurement comes from one of two sources (or components), with 199 

probabilities 𝜋1 and 𝜋2 = 1 − 𝜋1. One component here represents a recent stimulus that the 200 

participant has to remember, while the other component represents a previous stimulus that is 201 

no longer relevant but may still influence perception. 202 



These measurements capture information across two key perceptual dimensions. The 203 

first dimension here represents orientation. Due to its circularity, we modeled orientation using 204 

a wrapped normal distribution. The second dimension represents time or other features that 205 

help identify which stimulus to respond to. Unlike orientation, this dimension here is not 206 

circular and follows a normal distribution. 207 

Each of these two components has its own characteristics: a mean value (𝜇1,𝑗, 𝜇2,𝑗) and 208 

standard deviation (𝜎1,𝑗, 𝜎2,𝑗) for both the orientation and temporal dimensions, where 𝑗 ∈ {1,2} 209 

indicates the component. The mean corresponds to the true stimuli parameters (e.g., an 210 

orientation of 45° and a specific time point), while the standard deviation quantifies the noise 211 

in neural processing due to various factors. 212 

When modeling the probability of observing a particular measurement 𝑥𝑖 = (𝑥𝑖,1, 𝑥𝑖,2), 213 

the probabilities from both components are combined: 214 

𝑝(𝑥𝑖|𝜃) = ∑ 𝜋𝑗2
𝑗=1 [𝑓𝑊𝑁(𝑥𝑖,1; 𝜇1,𝑗, 𝜎1,𝑗2 ) ⋅ 𝑓𝑁(𝑥𝑖,2; 𝜇2,𝑗, 𝜎2,𝑗2 )] (5)  215 

where 𝜃 = {𝜋, 𝜇, 𝜎} is the set of all parameters, 𝑓𝑊𝑁 is the wrapped normal distribution 216 

(for orientation), and 𝑓𝑁 is the standard normal distribution (for the temporal dimension). The 217 

equation assumes independence between the orientation and temporal dimensions within each 218 

component, allowing the joint probability to be expressed as the product of the individual 219 

dimension probabilities.  220 

Based on these sensory measurements, the observer determines the most likely values 221 

for the means and standard deviations of the two components through maximum likelihood 222 

estimation: 223 𝜃 = argmax 𝐿(𝜃; 𝑋) (6) 224 

 225 



The behavioral response is then determined by selecting the estimated orientation mean 226 

(�̂�1,𝑗) from the component with a higher value on the temporal dimension (larger �̂�2,𝑗). This 227 

selection process models how observers identify the most recent or temporally relevant 228 

stimulus when making their response. 229 

Simulations. In the simulations, noise levels (𝜎) were manipulated to represent different 230 

prioritization conditions. When a stimulus is cued as important (high priority), it is modeled 231 

with lower noise, reflecting more precise encoding. When a stimulus is not cued (low priority), 232 

it is modeled with higher noise, reflecting less precise encoding. At the same time, we assumed 233 

that the previously shown item always has higher noise levels than the current one. 234 

In the case of the Bayesian model, predictions related to noise have been previously 235 

described in the literature and are relatively straightforward, making the number of noise levels 236 

a less critical factor. Therefore, we used only two levels of noise, which was consistent with 237 

our experiment. In contrast, predictions from the Demixing model are more complex and have 238 

not yet been described. To explore these predictions in more detail, we introduced additional 239 

noise levels, allowing for a more comprehensive examination of the model's behavior. 240 

Therefore, based on the preliminary exploration of the parameter space, different levels 241 

of noise in orientation perception were examined by testing five different standard deviation 242 

values (𝜎1,12  ranging from 12° to 28° in 4° steps) for the first component (representing the 243 

stimulus in the current trial) and three different levels (𝜎1,22 ∈ {40°, 60°, 80°}) for the second 244 

component (representing the previous stimulus). These values were selected so that behavioral 245 

variability lies in the same range as the behavioral variability of the real observers and the 246 

overall direction of biases for the low-noise item remains positive, corresponding to the typical 247 

pattern of serial dependence effects. The temporal standard deviation 𝜎2 was assumed to be 248 

equal for both components and fixed (𝜎2 = 𝜎2,1 = 𝜎2,2 =20) and the discriminability in the 249 

temporal dimension was fixed as well (𝑑𝑡𝑒𝑚𝑝′ = 𝜇2,1−𝜇2,2𝜎2 = 1). The number of observations 250 



was fixed at 𝑁 = 100 measurements in our simulations and the probabilities of signals being 251 

caused by each component were assumed equal (𝜋1 = 𝜋2 = 0.5). These parameters represent 252 

the ‘average’ case considered by Chetverikov (2023a) and do not cover the full space of 253 

potential model behavior. Our explorative analysis of other parameters suggests that they do 254 

not affect the direction of the previous item’s noise effect, while the current noise effect can 255 

become positive-only or negative-only (with respect to the changes in bias) in addition to the 256 

inverted U-shaped pattern described here. Finally, the orientation difference between the two 257 

components was systematically varied across 120 steps from 0° to 90°, representing conditions 258 

where the two orientations range from identical (0° difference) to maximally different (90° 259 

difference).  260 

For each combination of parameters, we simulated 10000 trials. For each trial, sensory 261 

measurements were generated according to the true model, then the Expectation-Maximization 262 

algorithm was employed to obtain the maximum likelihood estimate of the model parameters. 263 

To ensure convergence to the global optimum, 50 different random initializations were used 264 

for each simulation.  265 

 Finally, to generate predictions for Experiment 1, we estimated the SD across trials 266 

using the same procedure applied to the actual data (Figure 2). For clarity, in the left plot, 267 

current stimulus noise (𝜎1,12 ) is fixed at 24°, and in the right plot previous stimulus noise (𝜎1,22 ) 268 

is fixed at 60°. The main finding reveals a linear increase in SD as the noise of the previous 269 

item decreases (indicating the higher internal noise for the current item). In contrast, varying 270 

the current item noise produces a non-linear, inverted U-shaped dependence. For example, the 271 

strongest bias in Figure 2 (right panel) is observed for the intermediate level of noise in the 272 

current item (𝜎1,12 = 24).  273 



 274 
Figure 2. A Demixing Model for Serial Dependence effect with varying levels of noise for the 275 

current and the previous stimuli. The left plot shows the effect of varying previous stimulus 276 

noise while keeping the current stimulus noise fixed at 24°. The right plot shows the effect of 277 

varying current stimulus noise while keeping the previous stimulus noise fixed at 60°. Biases 278 

in orientation estimates (in degrees) for responses as a function of dissimilarity between current 279 

and previous stimuli. Positive values indicate an attractive bias. 280 

 281 

The current study 282 

We explored how prioritization in memory influences SD in three experiments. In 283 

Experiment 1, we manipulated prioritization in a standard delayed report task with a single-284 

oriented Gabor stimulus in each trial. To this end, in some trials, we presented a cue before the 285 

stimulus (‘precue’), indicating to participants that they would need to additionally report the 286 

stimulus the second time after the next trial. We hypothesized that it would increase the priority 287 

of this stimulus during the retention interval, highlighting the critical role of the VWM 288 

maintenance component. In Experiments 2 and 3, we further examined the effect of 289 

prioritization through pre- or post-cueing of one of two stimuli with a cue probabilistically 290 

indicating the item participants would have to report. Similarly, we expected that cued items 291 

should be less affected by SD from previous trials and, in turn, induce stronger SD in the 292 

following trials, as predicted by the Bayesian Observer Model. Previewing the main results, 293 

we found that in Experiment 1 additional requirement to hold information in memory for a 294 

longer period of time increased SD strength. In contrast, in Experiments 2 and 3, we found no 295 



significant differences between congruent and incongruent conditions, indicating that 296 

manipulating uncertainty through pre- or post-cueing for one of two simultaneous stimuli did 297 

not affect SD. This is despite the clear evidence of prioritization in the form of reduced error 298 

variability for prioritized items in all three studies. Our findings suggest that active memory 299 

maintenance can amplify perceptual biases beyond mere prioritization effects. This opens 300 

pathways for refining models of SD in perceptual judgment tasks. 301 

Results 302 

Experiment 1 303 

Data preprocessing. Participants' responses were preprocessed to remove idiosyncratic 304 

orientation-dependent bias (i.e., individual variations in perception based on stimulus 305 

orientation) from reports and to identify and remove outliers for each participant using the 306 

remove_cardinal_biases function in the circhelp package in R (Chetverikov, 2023b).  307 

We estimated biases relative to previously seen items by calculating the asymmetry in response 308 

probability density. This measure indicates that it was much more likely that participants made 309 

an error in the direction of the previous item than in the direction away from it for each angular 310 

distance between items. The density_asymmetry (circhelp package in R; Chetverikov, 2023b) 311 

function was utilized to generate a smoothed estimate of the asymmetry in error probability as 312 

a function of dissimilarity (angular difference) between the current and the previous stimuli. 313 

When estimating probabilities for each dissimilarity step, we considered not only trials with 314 

the same difference but also all trials to capture a more continuous and nuanced probability 315 

distribution of errors. However, trials that were closer in difference to the current one were 316 

given higher weight in the asymmetry estimate. Analyzing the asymmetry in probability 317 

allowed us to identify clearer patterns in participants' responses than relying solely on mean 318 

bias values. 319 



The complete preprocessing and analysis code is available on the Open Science 320 

Framework (OSF) and can be accessed via the following link: 321 

https://osf.io/wunf8/?view_only=079afc6a31904559b93df4fa4debfc0c 322 

Overall performance. We first tested the effectiveness of the pre-cue manipulation, which 323 

involved holding a stimulus in memory for cued stimuli (see Figure 3A). As expected, 324 

participants had smaller errors for the immediate report (Response 1 to Stimulus 1) of cued 325 

compared to non-cued stimuli (M = 8.59, SD = 7.82, vs. M = 9.24, SD = 8.89, t(17) = 4.03, p 326 

< .001). In contrast, Response 2 to Stimulus 2 was slightly negatively affected when observers 327 

had to hold another item in memory, with larger errors for cued compared to non-cued streaks 328 

(M = 9.24, SD = 8.61, vs. M = 9.08, SD = 8.64, t(17) = -0.93, p < .001). The delayed Response 329 

3 to Stimulus 1 resulted in larger errors compared to Response 1 and Response 2 (M = 16.88, 330 

SD = 19.73; p < .001 for both comparisons). 331 

 332 

Figure 3. Task Performance and Serial Dependence Plots. A. Mean absolute error in 333 

orientation estimates in each condition. Bars show 95% confidence intervals (CI). B-E. Biases 334 

in orientation estimates for Response 1-3 as a function of dissimilarity (angular difference) 335 



between the current and previous stimuli. Positive values correspond to attractive bias (serial 336 

dependence). Shaded regions show 95% CI. The horizontal segments above the lines indicate 337 

the dissimilarity range where the effects of conditions (labeled near the lines) were significant. 338 

 339 

Serial dependence effect within a streak. We first looked at the average SD magnitude (i.e., 340 

the asymmetry in response probability density, see Data Preprocessing) for Response 2. The 341 

results showed that across all trials, Response 2 was attracted by Stimulus 1 only when the 342 

latter was cued (M = 0.06, SD = 0.13, t(17) = 2.63, p = .012) but not when it was non-cued (M 343 

= 0.01, SD = 0.09, t(17) = 0.78, p = .438), based on mean bias calculations.  344 

We then analyzed the SD as a function of the angular difference between the stimuli. 345 

For each angular difference step, we computed first separate one-way t-tests for each condition 346 

to test if biases are present, and then a one-way ANOVA to test for the difference between 347 

conditions. This more detailed analysis by angular distance revealed a significant attractive 348 

bias in cued streaks at distance 3 – 50 degrees (t(17) >= 2.03, p < .05), as well as in non-cued 349 

streaks at distances of 1 – 25 degrees (t(17) >= 2.19, p < .05), along with a repulsive bias 350 

repulsive bias at distances of 69 – 82 degrees (t(17) >= -2.04, p < .05). This combination of 351 

opposing biases explains the null results with the non-cued streaks when the average bias is 352 

considered. In essence, in the report-and-hold-in-memory condition, the report (and hence the 353 

representation) of stimulus orientation in a given streak is biased (attractively) by the 354 

orientation of the previous stimulus when past and present stimuli are moderately similar (the 355 

strongest effect occurs at around a 35-degree difference between the two stimuli). A repeated-356 

measures ANOVA showed significant differences between cued and non-cued streaks when 357 

the differences between the two stimuli were in the 30 – 51 degrees range (F(1,17) >= 4.58, p 358 

< .05) (see Figure 3B). Participants exhibited stronger SD, extending across larger angle 359 

differences, when required to retain previous stimuli in memory. 360 

The results did not show any dependence between Stimulus 2 and Response 3, the 361 

representation of Stimulus 1 held in memory and reported the second time (M = -0.02, SD = 362 



0.21, t(17) = -0.7, p = .485) (refer to Figure 3C). This suggests that stimuli with a previously 363 

given response may be less vulnerable to external visual interference. 364 

Serial dependence effect across different streaks. We then analyzed the interactions across 365 

different streaks. In general, Response 1 to Stimulus 1 of the current streak was similarly 366 

attracted towards Stimulus 2 of the previous streak, regardless of whether the current Stimulus 367 

1 was cued or not (cued: M = 0.04, SD = 0.09, vs. non-cued: M = 0.04, SD = 0.09, t(17) = 2.56, 368 

p = .015; Figure 3D). However, when considering the dissimilarity between the stimuli, the 369 

influence of cueing in the previous streak was evident with attractions of Response 1 of the 370 

current streak in the 4 – 24 degree range (F(1,17) >= 4.68, p < .05), whereas interactions 371 

between previous and current streak cueing were observed in the 1 – 4 degree and 20 – 44 372 

degree ranges (F(1,17) >= 4.55, p < .05). Figure 3D shows a weaker bias when the current 373 

target was cued but there was no cue in the previous streak. This supports the idea that 374 

prioritization improves the resilience of the representation of the current target. However, when 375 

the previous streak was cued, the bias from Stimulus 2 was absent for non-cued current 376 

Stimulus 1, likely due to the presence of additional interfering representations (Stimulus 1) and 377 

responses (Response 3) from the previous streak, which may interfere with the representation 378 

of Stimulus 2. Interestingly, SD was observed only for cued current streaks and not for non-379 

cued ones, which was unexpected. It was anticipated that increased prioritization of the current 380 

trial would reduce the bias, yet this result suggests otherwise in case of additional interventions. 381 

Overall, this implies that bias from the previous streak can persist, even when current stimuli 382 

are prioritized. 383 

SD was observed not only in the immediate response to Stimulus 1 (that is, Response 384 

1) but also in the delayed response to Stimulus 1 (that is, Response 3) (M = 0.06, SD = 0.09, 385 

t(17) = 3.75, p < .001) (Figure 3E). In other words, Stimulus 2 from the previous streak could 386 



influence the representation of subsequent Stimulus 1, and this influence persisted longer (up 387 

to Response 3).  388 

To test whether the effects of prioritization on the magnitude of SD were due to 389 

increased attention to the cued stimulus, a second experiment was conducted using pre-cueing 390 

with two items presented simultaneously, with no delayed responses required. 391 

Experiment 2 392 

Data preprocessing. The analysis for Experiment 2 followed the same steps as in Experiment 393 

1. For this experiment, we created one variable with three levels for previous and current 394 

congruence: incongruent-congruent, congruent-incongruent, and congruent-congruent. 395 

Incongruent-incongruent pairs of trials were not analyzed as they constituted a small portion 396 

of trials (around 45 for each participant).  397 

Overall performance. A comparison of mean errors across conditions confirmed the 398 

effectiveness of the congruence manipulation between the pre-cue and response location, with 399 

better performance in the congruent condition during the current trial (see Figure 4A). 400 

Specifically, participants exhibited significantly smaller response errors in the congruent 401 

condition (M = 11.27, SD = 12.44) compared to the incongruent condition (M = 15.22, SD = 402 

17.43), as indicated by the effect of current congruency (F(1,68) = 196.7, p < .001). However, 403 

no significant differences were found for previous congruency (F(1,68) = 0.13, p = .713) or 404 

their interaction (F(1,68) = 1.89, p = .168). 405 



 406 

Figure 4. Task Performance and Serial Dependence Plots. A. The task performance plot 407 

displays the means and their corresponding confidence intervals for each condition. B. The bias 408 

from the Previous Stimulus to the Current Stimulus, illustrates the degree to which participants’ 409 

responses deviate systematically from the target. The absence of the yellow area indicates that 410 

there are no significant differences between conditions. 411 

 412 

Serial dependence effect. The analysis revealed a classic SD effect for two sequential stimuli 413 

across conditions, with participants consistently reporting the current target as being attracted 414 

to the previous target (M = 0.05, SD = 0.11, t(17) = 4.96, p < .001). We then analyzed SD in 415 

reports based on the congruency of the current and previous trials, calculating the difference 416 

between conditions for each 1 degree step of similarity (angular difference) between the current 417 

and previous targets. A one-way ANOVA showed no significant differences in the strength of 418 

SD between congruent and incongruent conditions, regardless of the dissimilarity between the 419 

current and previous targets (see Figure 4B). These results suggest that prioritization by means 420 

of increased attention to the item before encoding did not influence the magnitude of SD. To 421 

ensure the robustness of our results, we performed a Bayesian ANOVA on the average bias 422 

computed for each participant across dissimilarity levels. The Bayes factors (BF10 = 0.15 ± 423 

1.28%) provided substantial evidence in favor of the baseline model (bias predicted by the 424 

random effect of participant only) over models including congruency and previous congruency, 425 



suggesting that these factors did not significantly impact bias, with the null hypothesis being 426 

more likely than the alternative. 427 

In an exploratory analysis, we also estimated the location of the maximum bias point (a 428 

‘peak’) for SD curves in the orientation dissimilarity space for each participant in each 429 

condition. A Bayesian ANOVA indicated that the peak locations were not affected by the 430 

condition (BF10 = 0.51 ± 0.62%). 431 

To examine if and how prioritization by means of increased attention to encoded items 432 

in the early phase of VWM maintenance influences the magnitude of SD under post-cueing 433 

conditions compared to pre-cueing, we conducted Experiment 3 with two items presented 434 

simultaneously as in Experiment 2. 435 

Experiment 3 436 

Data preprocessing. The data analysis for Experiment 3 was identical to Experiment 2. 437 

Overall performance. Performance was better in the congruent condition, demonstrating the 438 

effectiveness of congruency manipulation (see Figure 5A). The performance was better in the 439 

congruent condition (M = 15.19, SD = 16.15) compared to the incongruent condition (M = 440 

17.37, SD = 18.15), as shown by the analysis of current congruency (F(1,68) = 41.53, p < .001). 441 

There were no significant differences found for previous congruency (F(1,68) = 1.76, p = .184) 442 

or their interaction (F(1,68) = 0.001, p = .972). 443 



 444 

Figure 5. Task Performance and Serial Dependence Plots. A. The task performance plot 445 

displays the means and their corresponding confidence intervals for each condition. B. The bias 446 

from the Previous Stimulus to the Current Stimulus, shows the degree to which participants’ 447 

responses deviate systematically from the target. The yellow area represents significant 448 

differences between conditions. 449 

 450 

Serial dependence effect. The analysis revealed a SD for two sequential stimuli across 451 

conditions (M = 0.04, SD = 0.11, t(17) = 4.33, p < .001). A two-way repeated measures 452 

ANOVA at each step of angular difference between the current and previous targets, did not 453 

show significant differences between conditions (Figure 5B). Overall, these results support the 454 

previous suggestion that attention to the previously encoded item does not significantly 455 

influence the strength of SD. The results of the Bayesian ANOVA on the average bias 456 

computed for each participant across dissimilarity levels also supported the baseline model 457 

(BF10 = 0.16 ± 0.61%) over models that include the effects of congruency and previous 458 

congruency, indicating that the null hypothesis is more likely than the alternative. In an 459 

exploratory analysis of "peak" locations for SD curves within the orientation dissimilarity space 460 

for each participant and condition, Bayesian ANOVA revealed that these peak locations were 461 

not influenced by condition (BF10 = 0.34 ± 0.77%). 462 



Discussion 463 

We conducted three experiments to investigate how the prioritization in VWM content 464 

affects the magnitude of serial dependence (SD). In Experiment 1, we manipulated 465 

prioritization by instructing participants to make extra effort to hold information in memory as 466 

it would be needed for a later report. This manipulation increased SD towards memorized 467 

stimulus: active memory maintenance of the previous target led to a stronger bias in the current 468 

response. In Experiment 2 and 3 we manipulated attentional prioritization through pre- or post-469 

cueing. Despite clear changes in memory fidelity, we found no significant differences in bias 470 

strength between congruent and incongruent conditions, suggesting that attentional 471 

prioritization through pre- or post-cueing in a two-stimuli setup does not impact SD.  472 

Does prioritization affect serial dependence strength? 473 

We found that prioritization via an instruction to keep an item in VWM, but not via 474 

simple attentional cueing, leads to stronger SD. The lack of effect from prioritization through 475 

attention diverges from the findings of Fischer & Whitney (2014) and others (Fritsche & De 476 

Lange, 2019; Kim et al., 2020; see Manassi et al., 2023, for a review), who reported a 477 

significant impact of attention on SD. This divergence in results indicates that while 478 

prioritization may modulate perception, its influence on SD might depend on the nature of 479 

prioritization itself. Specifically, whereas active memory maintenance strengthened bias in 480 

Experiment 1, the results from Experiment 2 and 3 suggest that attentional prioritization alone 481 

does not fully account for this effect. Instead, additional factors related to VWM maintenance 482 

likely contribute to the strength of SD, highlighting a more complex interaction between 483 

prioritization and memory processes. 484 

However, our findings also suggest that prioritization does not consistently protect 485 

against SD, as SD also occurred when the current item was prioritized with an additional 486 

memory requirement (Experiment 1) or with an attentional cue (Experiment 2 and 3). In fact, 487 
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results of Experiment 1 showed significant interactions between the cueing of previous and 488 

current streaks for the bias from Stimulus 2 of the previous streak on Response 1 of the current 489 

streak. Specifically, SD was observed in three out of four conditions, with the bias absent for 490 

non-cued current trials when the previous streak was cued. While this could be due to the 491 

presence of additional interference from a maintained representation of a previous Stimulus 1 492 

and its corresponding report (Response 3), SD still occurred when the current trial was cued, 493 

regardless of cueing in the previous streak. The results of Experiment 2 and 3 confirmed this 494 

finding, as attentionally cueing of the current item did not reduce the bias from the previous 495 

item (irrespective of whether the previous item was cued). In other words, prioritizing the 496 

current stimulus does not always protect against bias. This result highlights the interplay of 497 

attentional and memory-based mechanisms in SD, suggesting a complex interaction that 498 

requires further investigation. 499 

Overall, our findings that active memory maintenance intensifies SD align with prior 500 

studies showing that focusing on memorizing past stimuli can enhance attraction effects toward 501 

them (Fischer et al., 2020; Fischer & Whitney, 2014). However, we highlight the specific 502 

contribution of active memory maintenance, distinguishing it from mere attention, which was 503 

not clearly differentiated in previous studies. In contrast, our results diverge from studies 504 

proposing that giving more attention to the current stimulus offers better protection of items 505 

held in VWM from interference (Barth & Schneider, 2018; van Moorselaar et al., 2015a). Our 506 

results are partially consistent with Vergauwe et al. (2023), who found that prioritizing visual 507 

memories does not consistently make them more vulnerable or resilient to perceptual 508 

interference. We observed partial protection only for information held in memory that had 509 

undergone decision-making (no SD from Stimulus 2 to Response 3 in Experiment 1). In 510 

contrast, Little & Clifford (2025) found that SD remained unaffected by either decisional or 511 

stimulus uncertainty of prior stimuli, including differences in stimulus or noise contrast. This 512 
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difference suggests that attentional focus or uncertainty alone does not fully account for the 513 

observed effects, implying that additional factors influence whether the items in memory are 514 

protected from interference.  515 

Comparison of Results to Model Predictions 516 

The Bayesian model predicted an attractive bias, with a larger SD when the previous 517 

trial was cued (indicating higher internal noise for the current item’s representation) and a 518 

smaller SD when the current trial was cued. This partly aligns with our findings: we did observe 519 

a stronger SD when the previous trial was cued (see Figure 3B). However, we did not observe 520 

a significantly smaller SD when the current trial was cued, and the previous was non-cued as 521 

the model predicted (see Figure 3D for the non-cued previous streak). The key difference 522 

between this model and our data is that, in our experiment, only S1 was cued or not, and we 523 

had conditions involving interference with R3. In contrast, the model allows for each stimulus 524 

to be cued or not.  525 

The Demixing model as well predicted an attractive bias, with a linear increase in SD 526 

as the noise of the previous item decreased (indicating higher internal noise for the current 527 

trial). In contrast, variations in the current item's noise did not predict this linear relationship, 528 

which aligns with our findings from Experiment 1. Similar to the Bayesian model, the smallest 529 

bias was predicted when the current trial had the least noise. However, as said before, we did 530 

not observe a significantly smaller SD when the current trial was cued. 531 

As a result, while both the Bayesian and Demixing models can account for some aspects 532 

of our findings, they do not fully predict the unexpected absence of SD under certain 533 

interactions between cueing conditions and noise levels. This highlights the need for refined 534 

models that better explain the empirical findings. 535 

The susceptibility to biases and the format of representations in VWM 536 



Previous studies suggest that VWM prioritization could lead to different 537 

representational states: prioritized items are actively coded in VWM, while unprioritized items 538 

might rely on a different mechanism that does not require sustained neural activity (Bettencourt 539 

& Xu, 2016; Lewis-Peacock et al., 2012; Rose et al., 2016; Wolff et al., 2017; Zhang & Lewis-540 

Peacock, 2023a, 2023b). Consequently, the way information is maintained may shape its 541 

vulnerability to cognitive biases, with potentially being more subject to interference, whereas 542 

actively coded items might be more resistant (‘protection’ hypothesis; Makovski & Pertzov, 543 

2015; van Moorselaar et al., 2015b). Alternatively, the active state might lead to higher 544 

susceptibility to biases (‘vulnerability’ hypothesis; Mallett & Lewis-Peacock, 2019). Both of 545 

these ideas are not without contest, as some previous results suggest that an item's prioritization 546 

in VWM does not affect its susceptibility to distraction (Zhang & Lewis-Peacock, 2023b) and 547 

that task-irrelevant (unprioritized) information from the previous trial is not maintained 548 

exclusively in an activity-silent manner (Bae & Luck, 2019).  549 

Our results also provide a complicated picture. Speculatively, the absence of SD from 550 

Stimulus 2 to Response 3 in Experiment 1 suggests that actively coded information held in 551 

VWM may become less susceptible to external visual interference over time, highlighting the 552 

importance of the memory retention stage in explaining SD. However, we did not have a 553 

control condition where Simulus 1 would be uncued but still reported twice, making it difficult 554 

to make any strong claims. We also found that the previous streak (S2) influences the current 555 

one (both R1 and R3) only when the latter is prioritized, supporting the ‘vulnerability’ 556 

hypothesis. At the same time, in Exps. 2 and 3 we did not find any effect of cueing, further 557 

complicating the matter.  558 

One of the key points in this study is the effect of prioritization on memory maintenance. 559 

However, it raises an important question: at which stage does this prioritization influence the 560 

representation of stimuli? Does it affect encoding, or does it shape stimulus representation 561 



during the maintenance phase? Our findings suggest that the impact of prioritization emerges 562 

specifically during the maintenance stage. A stronger SD in the next trial—but not a weaker 563 

SD in the current trial—suggests that encoding remains unaffected by prioritization. 564 

Additionally, Experiments 2 and 3 showed no effect of prioritization, suggesting that the 565 

observed phenomenon is related to a late phase of maintenance rather than encoding.  566 

Conclusion 567 

In summary, our findings from three experiments highlight the nuanced effects of 568 

prioritization of a representation in memory, visual interference, and their impact on SD. Our 569 

results both confirm and challenge prior research, revealing that active memory maintenance 570 

leads to stronger SD, suggesting a heightened bias inherent to these conditions beyond mere 571 

attentional effects. Additionally, the prioritization of the current stimuli does not always 572 

significantly influence its susceptibility to bias; rather, biases from previous streaks can persist 573 

even when current stimuli in VWM are prioritized. These insights contribute to a deeper 574 

understanding of how memory and attention shape perceptual judgments and biases in 575 

sequential decision-making tasks. 576 

Methods and Procedure 577 

Power analyses 578 

We conducted simulation-based power analysis for both experiments to determine the 579 

required sample sizes for detecting significant effects. Power was defined as the proportion of 580 

simulations where the null hypothesis was rejected. For each scenario, we simulated 1000 581 

datasets with 18 participants each (18 was considered a minimum size based on the conventions 582 

in the field) and 648 trials for each participant, assuming a 1-degree difference in the magnitude 583 

of a SD effect (based on the previous literature: Ceylan et al., 2021). The noise and the baseline 584 

magnitude of SD in the observer's responses were estimated based on Houborg et al. (2023). 585 
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Subsequently, a statistical test was conducted for each simulated sample (t-test for Experiment 586 

1 and repeated-measures ANOVA for Experiment 2 and 3, both at an alpha level of 0.05). 587 

Based on the results, a sample size of 18 participants was sufficient for detecting significant 588 

effects in both experiments (Experiment 1: power = 0.94; Experiment 2 and 3: power = 0.99). 589 

The code used for the power analysis is available on the Open Science Framework (OSF) and 590 

can be accessed via the following link: 591 

https://osf.io/wunf8/?view_only=079afc6a31904559b93df4fa4debfc0c  592 

Experiment 1 593 

Participants 594 

Eighteen volunteers (10 women; Mage = 25.9 years, SDage = 4.3 years) participated in the 595 

experiment in exchange for monetary compensation. All of them had normal or corrected-to-596 

normal vision. The research protocol for this and the following studies was approved by the 597 

local Ethics Committee (Human Inspired Technology Research Centre - HIT, protocol number 598 

2023_236R2). Prior to the experiment, all participants provided written informed consent and 599 

were informed about the general purpose of the study and the experimental procedures. 600 

Stimuli, Design, and Procedure 601 

The procedure consisted of two identical sessions conducted on separate days, each 602 

comprising 324 trials (for a total of 648 trials). The experiment began with 6 practice trials, 603 

followed by the main experimental phase, which included 9 blocks of 36 trials each. 604 

Instructions were displayed on the computer screen at the beginning of each session. Each 605 

session took approximately 1.5 hours, with participants allowed to take breaks between blocks. 606 

Stimulus presentation and response collection were managed using PsychoPy software 607 

v.2023.2.0 (Peirce et al., 2019), using an HP p1230 screen (85 Hz, 1920 × 1440 resolution). 608 

Participants were positioned approximately 60-65 cm away from the screen. 609 
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Each trial consisted of the presentation of a Gabor patch followed by an adjustment task 610 

(see Figure 6). The Gabor patches had a diameter of 5.5 degrees of visual angle (dva) and a 611 

frequency of 2 cycles/dva, with RGB values of 0 and 255 for min and max luminance, 612 

respectively. They were displayed at the center of the computer screen against a gray 613 

background (RGB 128). The orientation of the Gabor patches was randomized and varied 614 

between 0 and 180 degrees. To clarify the design in the following text, we use the term "streak" 615 

to describe two consecutively presented stimuli: the first Gabor patch (Stimulus 1) was either 616 

cued or non-cued, while the second (Stimulus 2) was always non-cued (see below). 617 

 The experiment included two conditions: a standard report condition (67% of streaks) 618 

and a report-and-hold-in-memory condition (33% of streaks). The two conditions were 619 

randomly interleaved. 620 

In the standard report condition, we instructed participants to report the orientation of 621 

each Gabor patch immediately after its presentation (respectively Response 1 and 2). 622 

Throughout all intervals, a fixation point (a white cross with a size of 0.05 dva) appeared at the 623 

center of the screen. The streak started with a 2000 ms fixation cross, followed by the first 624 

Gabor patch displayed for 500 ms. Then, a 2000 ms fixation cross was presented. Participants 625 

then had 4500 ms to complete the adjustment task, in which they saw a circle with a diameter 626 

of 2 dva containing a bar that they had to rotate to match the orientation of the Gabor patch 627 

using the right and left arrow keys. Pressing the spacebar confirmed their response. After 628 

another 1000 ms fixation cross, we presented the second Gabor patch for 500 ms, followed by 629 

a 2000 ms fixation cross and a second response period of 4500 ms. 630 

In the report-and-hold-in-memory condition, participants additionally saw a cue (red 631 

circle, 1.2 dva diameter, 1000 ms) before the first Gabor was displayed (Figure 3). This cue 632 

indicated that they would need to report the orientation of the first Gabor twice: once 633 

immediately after its presentation (Response 1) and again (Response 3) after reporting the 634 



orientation of the second Gabor (Response 2), with a 1000 ms pause in between. During 635 

Response 3, an additional instruction reminded participants that they needed to report the 636 

orientation of the cued stimulus. This task required participants to retain the first stimulus in 637 

memory while perceiving and reporting the second stimulus. 638 

Throughout the experiment, participants were instructed to fixate on the center of the 639 

screen and report the orientation of each stimulus as accurately as possible. 640 

 641 

Figure 6. Design of Experiment 1. In the standard procedure (66% of trials), participants 642 

viewed a Gabor patch and were required to report its orientation immediately after the 643 

presentation. In the report-and-hold-in-memory condition (33% of trials), participants first 644 

received a cue before the initial Gabor patch and reported the orientation of the first Gabor 645 

twice: once immediately after its presentation (Response 1) and again (Response 3) after 646 

reporting the orientation of the second Gabor (Response 2). The stimuli depicted in the figure 647 

are not drawn to scale. The fixation cross was also shown during the intervals between stimuli 648 

and reports (not drawn for conciseness). The circular arrows shown near the response bar were 649 

not part of the actual experiment. 650 

Experiment 2 651 

Participants 652 

18 participants (7 women; Mage = 26.8 years, SDage = 5.1 years) took part in Experiment 653 

2 (four participants were excluded due to low accuracy, defined as a circular standard deviation 654 

of response errors greater than 30 degrees, and replaced with new ones). The study was 655 

conducted online through the Prolific platform in exchange for a monetary reward. All 656 

participants had normal or corrected-to-normal vision and provided online informed consent 657 

before participating in the study. 658 



Stimuli, Design, and Procedure 659 

A credit card adjustment procedure was used to control the size of the visual stimuli in 660 

this online experiment (Li et al., 2020). Participants were instructed to position themselves at 661 

a distance of approximately 60-65 cm from the computer screen. 662 

The experiment was conducted in a single session consisting of 720 trials. It began with 663 

a practice part of 12 trials, followed by the main experimental part divided into 10 blocks of 72 664 

trials each. The entire procedure lasted approximately 1.5 hours, with participants allowed to 665 

take breaks between blocks. The experiment was developed using PsychoPy software 666 

v.2023.2.0, and responses were collected via the online platform Pavlovia.org (Peirce et al., 667 

2019). 668 

Each trial began with a white fixation cross, sized at 0.05 dva, at the center of the screen, 669 

which remained present throughout the experiment. Participants fixated on this cross for 1000 670 

ms before a red pre-cue circle, with a diameter of 0.8 dva, randomly appeared on either the left 671 

or right side of the screen for another 1000 ms. This pre-cue indicated which of the upcoming 672 

Gabor patches participants needed to memorize. After the pre-cue, two Gabor patches 673 

(diameter: 3.3 dva, spatial frequency: 8 cycles/dva; min and max RGB values of the Gabor 674 

patches: 0 and 255, respectively) were simultaneously displayed for 1000 ms on both sides of 675 

the screen, centered 4 dva from the screen's center. One Gabor patch served as the target and 676 

the other as a non-target, with their orientations independently randomized between 0 and 180 677 

degrees. The stimuli were presented against a gray background (128 RGB). 678 

The study design consisted of two conditions: a congruent condition (75% of trials) and 679 

an incongruent condition (25% of trials). We instructed participants to report the orientation of 680 

the cued Gabor patch. In the congruent condition, the adjustment bar subsequently appeared 681 

on the same side as the cued Gabor patch, and participants had to report the orientation of that 682 

Gabor. In the incongruent condition, the adjustment bar subsequently appeared on the opposite 683 

https://www.zotero.org/google-docs/?7lca7K
https://www.zotero.org/google-docs/?3EIu4s
https://www.zotero.org/google-docs/?3EIu4s


side of the cued Gabor patch, and participants had to report the orientation of the non-cued 684 

Gabor (e.g., if the right Gabor was cued, but they were asked to report the orientation of the 685 

left Gabor, see Figure 7). Throughout the experiment, we instructed participants to maintain 686 

their gaze on a fixation cross at the center of the screen and report the stimulus orientation as 687 

accurately as possible. In each trial, congruent and incongruent conditions were selected using 688 

a weighted random process, with congruent conditions occurring three times more frequently. 689 

In contrast to Experiment 1, no predefined streaks were imposed. 690 

 691 

Figure 7. Design of Experiment 2. Participants reported the orientation of a Gabor patch at the 692 

location matching the adjustment bar location. This Gabor patch was either cued (congruent 693 

condition, 75% of trials) or non-cued (incongruent, 25% of trials). The stimuli depicted in the 694 

figure are not drawn to scale. The fixation cross was also shown during the intervals between 695 

stimuli and reports (not drawn here). The circular arrows shown near the response bar were not 696 

part of the actual experiment. 697 

Experiment 3 698 

Participants 699 

18 participants (7 women; Mage = 25.38 years, SDage = 3.97) took part in Experiment 3 700 

online through the Prolific platform in exchange for a monetary reward (twelve participants 701 

were excluded due to low accuracy based on the same criteria used in Experiment 2 and 702 



replaced with new ones). All participants had normal or corrected-to-normal vision and 703 

provided online informed consent before participating. 704 

Stimuli, Design, and Procedure 705 

The design of Experiment 3 was identical to Experiment 2, with the key difference 706 

being the use of a post-cue instead of a pre-cue.  707 

The post-cue appeared 500 ms after the stimuli presentation and lasted for 100 ms. After 708 

an additional 400 ms, the adjustment task began. After the task was completed, there was an 709 

inter-trial interval of 3000 ms. This timing was designed to maintain a 1000 ms pause between 710 

stimuli and response, and a 3000 ms interval between the response and the next stimulus, in 711 

accordance with the timing used in Experiment 2. 712 

 713 

 714 

Figure 8. Design of Experiment 3. Participants reported the orientation of a Gabor patch at the 715 

location matching the adjustment bar location. This Gabor patch was either cued (congruent 716 

condition, 75% of trials) or non-cued (incongruent, 25% of trials). The stimuli depicted in the 717 

figure are not drawn to scale. The fixation cross was also shown during the intervals between 718 

stimuli and reports (not drawn for conciseness). The circular arrows shown near the response 719 

bar were not part of the actual experiment. 720 

 721 
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